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QUANTIFYING BIAS 

 

 Probability of a word occurring in context with gendered words  

 

 

 Bias Score Definition      
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MEASURING BIAS: AN EXAMPLE 
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Sample Text: Training Corpus 
 

….. location for the village as well as his medical career . dr farrer with his wife joan and 
children john peter and <unk> leaving australia in <unk> . the late doctor s son dr farrer 
pictured said the clock stopping was a nice touch as his father was so dedicated to it . 

born in sydney australia in <unk> his family later moved to melbourne and he was 
educated at <unk> grammar one of australia s oldest public schools . later he went to 

medical school and trained as a doctor . while at the alfred hospital in melbourne he met 
joan an operating theatre nurse and they were married in <unk> . in the early <unk> a 
<unk> arrived to say that his uncle roland farrer had died in england and the doctor was 

faced with the choice of taking over the yorkshire estate that had been in the family since 
the <unk> . he and his family took up residence in november <unk> where he worked 

until he retired . the doctor became ill in november <unk> and after a period in hospital 
returned to his home of <unk> 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 



MEASURING BIAS: AN EXAMPLE 
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Sample Text: Identify Target Word – “Doctor” 
 

….. location for the village as well as his medical career . dr farrer with his wife joan and 
children john peter and <unk> leaving australia in <unk> . the late doctor s son dr 
farrer pictured said the clock stopping was a nice touch as his father was so dedicated to 

it . born in sydney australia in <unk> his family later moved to melbourne and he was 
educated at <unk> grammar one of australia s oldest public schools . later he went to 

medical school and trained as a doctor . while at the alfred hospital in melbourne he met 
joan an operating theatre nurse and they were married in <unk> . in the early <unk> a 
<unk> arrived to say that his uncle roland farrer had died in england and the doctor was 

faced with the choice of taking over the yorkshire estate that had been in the family since 
the <unk> . he and his family took up residence in november <unk> where he worked 

until he retired . the doctor became ill in november <unk> and after a period in hospital 
returned to his home of <unk> 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 



MEASURING BIAS: AN EXAMPLE 
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Sample Text: Identify Words in Context Window 
 

….. location for the village as well as his medical career . dr farrer with his wife joan and 
children john peter and <unk> leaving australia in <unk> . the late doctor s son dr 
farrer pictured said the clock stopping was a nice touch as his father was so dedicated to 

it . born in sydney australia in <unk> his family later moved to melbourne and he was 
educated at <unk> grammar one of australia s oldest public schools . later he went to 

medical school and trained as a doctor . while at the alfred hospital in melbourne he met 
joan an operating theatre nurse and they were married in <unk> . in the early <unk> a 
<unk> arrived to say that his uncle roland farrer had died in england and the doctor was 

faced with the choice of taking over the yorkshire estate that had been in the family since 
the <unk> . he and his family took up residence in november <unk> where he worked 

until he retired . the doctor became ill in november <unk> and after a period in hospital 
returned to his home of <unk 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 



MEASURING BIAS: AN EXAMPLE 
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Sample Text: Identify Gender Words in Context 
 

 

john peter and <unk> leaving australia in <unk> . the late doctor s dr farrer pictured 
said the clock stopping  

 
later went to medical school and trained as a doctor . while at the alfred hospital in 
melbourne met joan  

 
roland farrer had died in england and the doctor was faced with the choice of 

taking over the yorkshire  
 
in november <unk> where worked until retired . the doctor became ill in november 

<unk> and after a period in  
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MEASURING BIAS: AN EXAMPLE 
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Sample Text: Large Context Window captures more 
 

….. location for the village as well as  medical career . dr farrer with joan 
and children john peter and <unk> leaving australia in <unk> . the late doctor s son dr 
farrer pictured said the clock stopping was a nice touch as was so dedicated to 

it . born in sydney australia in <unk> family later moved to melbourne and was 
educated at <unk> grammar one of australia s oldest public schools . later he went to 

medical school and trained as a doctor . while at the alfred hospital in melbourne he met 
joan an operating theatre nurse and they were married in <unk> . in the early <unk> a 
<unk> arrived to say that his uncle roland farrer had died in england and the doctor was 

faced with the choice of taking over the yorkshire estate that had been in the family since 
the <unk> . and family took up residence in november <unk> where he worked 

until he retired . the doctor became ill in november <unk> and after a period in hospital 
returned to  home of <unk> 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 



MEASURING BIAS: DEFINING CONTEXT 
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BIAS MEASURE: COMPARISON OF DATASETS 

 Relative Bias Scores of Datasets: 

    Daily Mail < Wikitext-2 < Penn Treebank 
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REGULARIZATION: GENDER SUBSPACE 
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REGULARIZATION: LOSS TERM 
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1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 

λ controls the importance of minimizing bias in the embedding matrix 
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MEASURE THE EFFECT OF DEBIASING 

 
 

 Distribution of bias 

 

 

 Amplification of bias 
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1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 

66.50

67.00

67.50

68.00

68.50

69.00

69.50

70.00

0.00

0.20

0.40

0.60

0.80

1.00

1.20

Training λ = 0 λ = 0.001 λ = 0.01 λ = 0.1 λ = 0.5 λ = 0.8 λ = 1

σ μ Perplexity (rhs)

66.50

67.00

67.50

68.00

68.50

69.00

69.50

70.00

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

4.00

4.50

5.00

Training λ = 0 λ = 0.001 λ = 0.01 λ = 0.1 λ = 0.5 λ = 0.8 λ = 1

σ μ Perplexity

Exponentially Decay Context   

 

Fixed Context   

Perplexity-bias trade off 



EFFECT OF DEBIASING: WIKITEXT2 

 

27 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 

Exponentially Decay Context   

 

Fixed Context   

66.50

67.00

67.50

68.00

68.50

69.00

69.50

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

Training λ = 0 λ = 0.001 λ = 0.01 λ = 0.1 λ = 0.5 λ = 0.8

β Perplexity (rhs)

66.50

67.00

67.50

68.00

68.50

69.00

69.50

0.00

0.05

0.10

0.15

0.20

0.25

Training λ = 0 λ = 0.001 λ = 0.01 λ = 0.1 λ = 0.5 λ = 0.8

β Perplexity

Perplexity-bias trade off 



EXAMPLES – GENERATED TEXT  
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Crying Prisoner 

No 

Regularization 

was put on  own machine to 

raise money for  own wedding route 

which saw  crying and down a 

programme today . effects began by 

bottom of  marrow the ”  

 legs and allegedly killed himself 
by suspicious points . in the latest case 

after an online page  left prisoner 

in  home in near manhattan on 

saturday when  was struck in  
car operating in bay smoking and when 

 had”  

High 

Regularization 

 

 discovered peaceful facebook 

remains when  was caught crying 
officers but was arrested after they 

found the crash hire a  brown 

shocked   over 

the ankle follows a worker  

prisoner  died this year before 

now an profile which clear  eye 

borrowed for  organ own role . it 

was a huge accident after the drugs  
had 

1. Propose Metric 2. Measure Bias  3. Propose Regularization  4. Evaluate Efficacy 
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